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Abstract 

Fine-grained image recognition is a problem in Computer Vision which focuses on discriminating between objects that appear 

similar. Two images of an object in this problem can appear vastly different while images from different classes can appear 

nearly identical. To solve this problem, one must determine regions of significance or salient regions of this image and 

determine the classification from these regions. Current approaches take the approach of a hard extraction of these regions or 

some small deviation off hard extraction. Furthermore, in most cases, these regions are used without the spatial context of the 

region positioning in the image, using an approach similar to the bag-of-words model found in natural language processing. 

The approach described in this paper will abandon salient region proposals, electing instead to decompose the image into a 

series of subsets. Each of these subsets will undergo the same feature extraction process, carried out by a series of convolution 

and pooling layers. The output of this process will be used as the input to a recurrent neural network, ultimately classify the 

initial image. In processing the image in this fashion, each of these subsets’ salience in the context of the larger classification 

will be determined. A standardized implementation of this architecture has not yet been completed. As such, results indicative 

of performance can not currently be determined. 
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Introduction 

A classical problem in the field of Computer Vision is 

image classification. That is, for example, given an image of 

a dog, determining whether a dog is within the image. This 

is a problem which for humans is trivial but is not for a 

computer. A solution to this problem would have numerous 

real-world problems from facial recognition, to industrial 

automation and even self-driving cars. Fortunately, the 

convolutional neural network (CNN) is very good at solving 

many of these classification problems. But some are beyond 

the scope of the CNN, one of which is fine-grained image 

recognition. This problem suffers from large inner-class 

variance and small intra-class variance. 

 Current approaches to the fine-grained image 

recognition problem take the approach of extracting salient 

regions of the image and largely classifying the overall 

image entirely on these regions [1].  

Bilinear Convolutional Neural Networks (B-CNN) 

function by passing the image through two independent 

CNNs and taking the tensor product of the outputs as the 

input to the fully connected layers for classification. This 

design is effective because one network can run feature 

extraction while the other determines salience. The tensor 

product will then only allow the salient feature into 

classification [2].  

Multi-Attention Networks (MA-CNN) take the 

approach of running the image through a series of 

convolutions. Then the output is passed through parallel SE 

blocks which are each responsible for a salient region of the 

image. Thereby, aggregating the results will produce an 

accurate classification based solely on salient regions [3][4]. 

A more explicit extraction of salient regions is found in 

the array of models which uses a Region Proposal Network 

(RPN) to determine possible regions of salience from which 

the classification is determined [5]. A model which 

implements this approach is the Object Part Attention Model 

(OPAM) which annotates each of the proposed regions 

before classification [6]. Although these approaches are 

effective, the datasets required must not only contain labels 

for images, but also annotated bounding boxes for salient 

regions, making this approach unsuitable for many 

applications. 

 

Methods 

The method which this paper proposes consists of first 

decomposing an image into a series of subsets. Then, each of 

these subsets would undergo feature extraction via a 

common Convolutional Neural Network (CNN). Then, each 

of these outputs would be analyzed sequentially by a Long 

Short-Term Memory Recurrent Neural Network (LSTM), 
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which would output the classification confidence values for 

each label as seen in Figure 1. 

 

 
Figure 1: Overview of proposed image classification method

Image Subsets 

To start this process, the given image must be 

decomposed into a series of image subsets to allow for 

individual analysis of image components. This process can 

be thought of as finding a mapping from the two-dimensional 

space of the image’s spatial dimensions down to a single 

dimension containing subsets of the image such that it can 

eventually be analyzed sequentially. In addition to this, a 

restriction can be added which will help select a mapping. 

For the feature classification to work optimally, it would be 

best if small deviations in the two spatial dimensions of the 

image correspond to a similar deviation in the sequence of 

subsets generated. In mathematics, such a mapping exists in 

the form of space-filling curves. One such curve which 

satisfies the needs of this process is the Hilbert Curve. The 

decomposition of one of the Caltech 256 images along a level 

1 Hilbert Curve can be seen in Figure 2. 

 

 
Figure 2: Level 1 Hilbert Curve decomposition of an image in the Caltech 256 Image database [7].

For the purpose of this network, a higher-level Hilbert 

Curve would be suggested, resulting in more image subsets. 

Although Figure 1 displays an image decomposition 

process during which a pixel was never reused, this is not 

mandatory. In fact, to minimize the probability that a salient 

region is not divided along a subset boundary, assuming 

optimized scaling, it would be best to have any two adjacent 

subsets have exactly half overlapping. It is also worth noting 

that an overlap of adjacent subsets greater than half the size 

of a subset will result in redundant computing. 

Feature Extraction 

To perform feature extraction, a standard convolutional 

neural network was used across all image subsets to create a 

100-dimensional feature space for each subset as seen in 

Figure 3. 
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(d) 
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Figure 3: Standard CNN structure with ReLU activation function

In this model, the expected behavior, is that through 

training, the idea of salience will be encoded into the feature 

space in such a way such that when the results of this feature 

extraction process are passed into the feature classification 

section, the current prediction will be adjusted accordingly. 

 

Feature Classification 

Thus far in the image classification process, each image 

subset created in the first step has been processed entirely 

independent of one another, allowing for parallel computing 

as well as region-based features to be extracted. It is in this 

step where the information between subsets is combined to 

create a final prediction according to Figure 4.

 
Figure 4: Dataflow regarding feature classification section of the proposed design

In the classification process, a standard LSTM recurrent 

neural network was chosen specifically because of its ability 

to propagate information over many iterations if necessary. 

This will be especially useful given that only a small portion 

of the image subsets will contain salient information from 

the feature extraction, and therefore relevant information 

may need to propagate over many iterations. 

 

Conclusion 

This proposal is still a work in progress as a standardized 

implementation has not yet been completed. Despite this, 

there are still improvements which can be made to this 

network which will eventually be implemented. As the 

proposed network would rely on region salience being 

extracted alongside features in the convolutional neural 

network, including a series of SE blocks within the 

architecture would most likely increase the network’s ability 

to extract salience in the form of insignificant regions being 

mapped to a channel of zeros [8]. 

The future of this proposal will take the form of 

implementation and varying selected parameters of the 

network under various conditions. For example, with the 

Caltech bird classification dataset, a finer Hilbert Curve 

might be necessary for the image subsets to be able to capture 
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the fine details required in distinguishing bird species 

whereas in most other datasets a much more course curve 

could be selected. 

 

List of Abbreviations 

B-CNN: Bilinear Convolutional Neural Network 

CNN: Convolutional Neural Network 

LSTM: Long Short-Term Memory Recurrent Neural 

Network 

MA-CNN: Multi-Attention Convolutional Neural Network 

OPAM: Object Part Attention Model 

RNN: Recurrent Neural Network 

RPN: Region Proposal Network 

SE block: Squeeze and Excitation block 
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